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Abstract— With the rapid growth of the number of web
pages, designing a search engine that can retrieve high qual-
ity information in response to a user query is a challeng-
ing task. Automated search engines that rely on keyword
matching usually return too many low quality matches and
they take a long time to run. It is argued in the literature
that link-following search methods can substantially increase
the search quality, provided that these methods use an ac-
curate assumption about useful patterns in the hyperlink
topology of the web. Recent work in the field has focused on
detecting identifiable patterns in the web graph and exploit-
ing this information to improve the performance of search
algorithms. We survey relevant work in this area and com-
ment on the implications of these patterns for other areas
such as advertisement and marketing.

Keywords— Search engines, link analysis, information ex-
ploration, related pages, World Wide Web.

I. INTRODUCTION

Use of the link structure has recently emerged as a
promising approach for searching the web. Link-based ap-
proaches have been inspired by an analogy with citation of
related works in scientific literature. A citation provides
a link between two articles, and often is the only way for
readers to learn about other articles related to the topic
of a given article. A link on a web page serves a similar
purpose as it leads the way from one page to another, but
there are important differences between a scientific citation
and a web link:

e« Human judgement applied to a web citation is gener-
ally more subjective and noisy than in scientific literature.
Most link creators may not even have a claim of relevance,
objectivity, or information quality.
« While some links on a web page may lead to related (or
unrelated) pages, others may be there merely for naviga-
tional purposes (e.g. “click here to return to the home
page”).
« A citation in the scientific literature is a static and uni-
directional pointer; once an article is published, there is
no way to add new references to it. For this reason, it is
exceptionally rare for two articles to cite one another. In
contrast, web pages may (and often do) link to other doc-
uments created afterwards. The fact that the average dis-
tance between two web pages is relatively small (19 clicks
[3], [2]) is a direct consequence of this freedom to add links
to existing pages.

The first two points above weaken the assertion that links
on web pages could serve a useful purpose in an automated
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method for searching the web, but the last point is a sig-
nificant help. New links added to existing pages makes it
easier to form certain patterns in the web graph that would
be harder to find in a citation graph of scientific literature,
and even harder to find in a random graph. An intuitive
implication of the 19 clicks theory is that the web graph
must contain densely connected regions that are in turn a
few clicks away to one-another. These densely connected
regions must form certain recognizable patterns as a sig-
nature of collective intelligence even though different pages
may have been created and maintained independently from
one another. Indeed, research that we review here has
shown that although an individual link is weak evidence of
relevance, an aggregate of links forming a special pattern
is a robust indicator of relevance. When the link informa-
tion is augmented with text-based information on the page
and/or around the anchor text, even better search results
have been obtained. In this paper we review a number
of such techniques applied to information retrieval on the
web, and identify possible research directions.

II. BAsic GRAPH PATTERNS

The most basic element of a graph is a directed link. A
link on a web page connects one document to another, and
represents an implicit endorsement of the target page.

When we consider two links, we obtain a number of pos-
sible basic patterns as shown in Figure 1. Two pages point-
ing to each other reinforce our intuition about their mutual
relevance. Co-citation occurs when a page points to two
distinct pages. In bibliometric studies [30], it is asserted
that relevant papers are often cited together, and here we
assume that a similar assertion holds. For example, a page
that cites the home page of the New York Times is very
likely to cite the home page of the Washington Post also.
Social choice (or social filtering) is the situation where two
documents link to a third page. From this pattern, we infer
that the two pages are related to each other since they both
link to the same document. Finally, transitive endorsement
occurs when page p; links to py, which in turn links to ps.
Transitively, p; is considered to endorse p3, though this is
a weaker form of endorsement.

These basic structures can blend together to form more
complex patterns that further strengthen the relationships
among a set of web pages. See Figure 2 for some exam-
ples. One of these is the complete bipartite graph. In [23],
Kumar et al. used a special form of a directed complete
bipartite graph as the signature of an emerging web com-
munity!. In this graph, the nodes are divided into two

1A web community is a set of page creators with similar interests.
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subsets F and A such that each node in F links to every
node in A. The set of nodes in F are called the fans, and
the set of nodes in A are called the authorities. Another
useful structure is the clan graph. An NK-clan is a set of
K nodes in which there is a path of length N or less (ig-
noring the edge directions) between every pair of nodes.
This structure has been used for detecting and visualising
inter-site clan graphs in [28].

A generalization of social choice is an in-tree. Conversely,
a generalization of co-citation yields an out-tree. Of par-
ticular interest are the trees with large in/out degrees at
the root. The interest in in-trees is due to an assertion
that if many different pages link (directly or transitively)
to a document, it is likely that the heavily linked page is
an authoritative source on some topic of interest shared by
other pages in its graph neighborhood. This is analogous
to measuring the impact of scientific papers by the number
of citations they receive. The interest in out-trees is due
to an analogy with survey papers. If a web page links to
many authoritative pages on some topic, then we consider
it to be a good source for searching relevant information.

III. STRUCTURAL ANALYSIS

As we noted above, NK-clan graphs and directed com-
plete bipartite graphs have been used as the basic patterns
to be searched for in the web graph. In a related work, tree
structures have been used as a guideline to design better
hyperlinked structures [7]. The reverse process of extract-
ing tree structures to discover and visualize topical hier-
archies in hyperlinked text has also been studied [7], [24],
[25]. In case of a topic search on the web, we don’t need
to extract tree structures from the web graph. Often, the
user is only interested in finding a small number of author-
itative pages on the search topic. These are the pages that
would play a prominent role in a tree (such as the root),
had we extracted the tree itself. An alternative to extract-
ing trees in a web search is to apply a ranking method to
the nodes of the web graph that has an analogous outcome
in detecting prominent nodes. In this section, we review
such methods proposed in the literature. To provide a uni-
fied view of the different models in the literature, we first
develop a few basic concepts.

./7

Basic patterns formed by two directed edges.

A. Basic Concepts

We first consider a directed graph G and its adjacency
matrix X as shown in Figure 3. An entry z,, = 1 if and
only if there is an edge from p to q. Otherwise z,, = 0.
Now consider two linear transformations defined on unit
vectors a and h as follows:

a=XTh (1)
h=Xa (2)
This is equivalent to
a=X"Xa (3)
h=XXTh (4)

It is interesting to examine these matrix products. First
of all, both product matrices are diagonally symmetric.
This property is of no immediate interest to us, except that
it is useful if one is interested in analyzing the convergence
properties of related search algorithms. Of immediate in-
terest to us are the following observations:

« An entry (p,q) in the product X X7 is equal to the num-
ber of other pages to which both pages p and g point. This
value could be used as a measure of how much p and ¢
have in common. Two pages that have a large overlap in
their citations are likely to be very similar to each other.
For pages with small outdegrees, a relatively large overlap
plays an important role in the formation of the directed
complete bipartite graphs which happen to be robust indi-
cators of web communities?.

e An entry (p,q) in the product X7 X represents the num-
ber of other pages that link to both p and q. This informa-
tion can be used as a measure of how many other’s consider
these two pages as being related. This measure is called the
degree of co-citation between p and ¢ in [17], and used for
detecting related pages in the web graph.

« A diagonal entry (p,p) in X X7 represents the out-degree
of the node p in G.

2For pages with large out-degrees too much overlap in their links
often turned out to be a sign of plagiarism between web pages. Kumar
et al. [23] found that several pages of Yahoo! were plagiarised more
than 50 times each. While plagiarised pages are strongly similar as
predicted from the overlap of their outgoing links, several researchers
preferred to delete such duplicates from the web graph before applying
their algorithms [17], [23]
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« A diagonal entry (p,p) in X7 X represents the in-degree
of the node p.

Pages with large in/out degrees often play a central role
in the web graph. The two algorithms we present next
capitalise on this notion.

B. A Basic Method for Page Ranking

An example technique that is reminiscent of finding the
roots of in-trees is the ranking method developed in Google
[8]. Page ranking is done by using an algorithm that is
called (none other than) PageRank. Google’s web crawlers
continuously search the web to collect new pages and up-
date the old ones. These pages are stored in a data reposi-
tory. The link structure of these pages are stored separately
from other information and represented as the web graph.
This graph is then used for computing page ranks. The
rank of a page determines its location in the output list,
if it is selected in response to a user query. Let r, be the
rank of a page p and z, be the number of outgoing links
on a page. Recursively, the rank of a page p is computed
as:

rp=(1—-d)+d Z rq/Tq
Vg;q—p

where d is a damping factor selected between 0 and 1. As
can be seen, the rank of a page depends on the number
of pages and the individual ranks of pages pointing to it.
This equation can be seen as modeling the behavior of a
“random surfer” (term coined by Brin and Page) who keeps
clicking on the links, but gets bored eventually and starts
from another random page. The summation term in the
above equation is just the probability that a page is selected
from one of the neighboring pages that link to it. As the
readers will notice, the equation awards higher ranks to
pages with high in-degrees, or pages that are linked to by
highly ranked pages.

As a different way to view this computation, consider the
adjacency matrix X of the web graph. In this graph, rows
represent the outgoing links such that the entry a(p,q) =0
if there is no link from page p to page g. Otherwise,
a(p,q) = 1/z,, where z, is the number of outgoing links
on page p. The summation term in the above computa-
tion is just the matrix-vector multiplication XTr where
XT is the transpose of X, and r is the rank vector. In
this computation r can be initialized to the unit vector,
and the computation can be repeated until certain nodes
distinguish themselves by a relatively higher rank than the
others. This should normally happen after a few tens of
iterations since the computation converges to the principal
eigenvector of the matrix X7 [9].

C. Eztracting Hubs and Authorities

Kleinberg developed an experimental search technique
[21], called the HITS (Hyperlink-Induced Topic Search),
that is particularly effective for finding the pages with a
similarly central role in the web graph. This algorithm
finds both authorities and hubs. Authorities are those
pages prominent in their neighborhood of the web graph

due to many other pages pointing toward them. Hubs are
prominent in their neighborhood for pointing toward many
good authorities. Authorities and hubs in the web graph
have a mutually reinforcing relationships; good authorita-
tive pages on a search topic are likely to be found near good
hubs that in turn link to many good sources of information.

The HITS algorithm has two major steps: sampling and
weight-propagation. The sampling step uses a keyword-
based search to select around 200 pages by using one of the
commercially available search engines. This set of pages is
called the root set. This root-set is then expanded into a
base set by adding any page on the web that has a link
to/from a page in the root set. The base set typically
contains a few thousand pages. The pages in the base set
may or may not constitute a connected graph, but at least
it has a large connected component [22].

The purpose of the weight-propagation step is to com-
pute a weight for each page in the base set that can be
used to rank their relevance to the query. Two forms of
relevance are considered: authority and hub. This is a re-
cursive process, where each page p is assigned an authority
weight a,, and a hub weight h,, which are equal for all pages
initially. Recursively, the algorithm updates these values
as follows:

ap = Z hq

Vaiq—p

>, @
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I
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where ¢ — p means that q has a link to p. Hence we see
that the authority weight of a page will be higher if it is
pointed to by many pages, or pointed to by pages that have
higher hub weights. Conversely, the hub weight of a page
will be higher if it points to many pages, or points to pages
with higher authority weights.

This computation is very similar to the matrix compu-
tations in equations 1 and 2, and carries all the proper-
ties we outlined in Section I1I.A. The important difference,
however, is a normalization applied to the weight vectors
between iterations. Before each iteration, the weights are
normalized so that their squares sum to 1. The matrix en-
tries are binary values, rather than fractional values used
in the PageRank algorithm. When recursive updates are
applied, the weight vectors a and h converge to the prin-
cipal eigenvectors of X7 X and X X7, respectively[21]. In
practice, the iterative computation is repeated for only a
small number of steps. The output of the algorithm is a
short list of pages with the largest hub weights and a sep-
arate list of pages with the largest authority weights. The
implementation typically outputs 10 from each group as
the final list.

IV. IMPLEMENTATIONS OF STRUCTURAL ANALYSIS
TECHNIQUES

The page ranking techniques reviewed so far have been
used in a number of research projects, but almost all imple-
mentations had to modify the basic ideas discussed above.



Some of these modifications tried to counter certain pecu-
liarities of the algorithms that became apparent once im-
plemented. Others try to counter difficulties that arise due
to the large amount of noise in the web structure.

A. Links-Only Techniques and Related Difficulties

The original purpose of the HITS algorithm was to rank
the pages found by a text-based search engine. It was
meant for broad search topics with some amount of pres-
ence on the web. Bharat and Henzinger [6] reported an
implementation of the HITS algorithm for the purpose of
topic distillation. Given a broad topic, topic distillation is
the process of extracting a small number of high-quality
pages most representative of the topic. While the HITS
algorithm worked well for some cases, it performed poorly
in general. The authors implemented a visualization tool
[5] that helped discover three problems with the links-only
approach:

o A mutually reinforcing relationship occurs between hosts
when several pages on one host point to a single page on
another host. This situation inflates the authority weight
of the single document, which in turn drives up the hub
weights of other documents pointing to it. This typically
happens when designers of individual pages copy the page
template from a master copy (e.g. one that is designed by
the site programmer), and the new pages inherit the link
from the master copy.

e The reverse problem occurs if a single document on a
host points to several documents on another host. The
large number of outgoing links gives the source document
an unduly large hub weight, which in turn magnifies the
authority weight of every document it points to.

e The problem of topic drift may occur if even one of the
documents in the root set is non-relevant to the search
topic. This problem may not be very pronounced if the
non-relevant document is sparsely connected. But if that
document has many incoming links from outside the root
set, then all of those pages linking to it will be included
in the extended base set. Consequently, it may be output
a high authority page on the search topic even though it
may have no relevance to the search topic.

The net effect of these anomalies is that some pages are
awarded higher ranks than warranted by their relevance to
the search topic. The first two problems are effectively mit-
igated by modifying the weights in the adjacency matrix so
that fractional weights may be used instead of binary. To
address the first item above, Bharat and Henzinger modi-
fied the edge weights in X T so that whenever k documents
at one site point to a single document on another site, each
of these links get an authority weight of 1/k. The second
problem is similarly solved: if a single document on one
site links to [ documents on another site, the correspond-
ing links in X get a hub weight of 1/I. The last item above
is addressed by using textual information which we will
discuss in Section IV.B.

Similar modifications were also used in Chakrabarti et
al. [14]. In addition to the above anomalies, Chakrabarti
et al. observed:

« When the topics of discussion vary on different parts of
the same page, the outgoing links also point to different
topics depending on their location on the page. If the
page has a large out-degree, it will be awarded a large hub
weight. It will in turn award high authority weights to each
page it links to on the subject of the user query, whereas
only one or two of those linked pages may be related to the
user query.

o Topic generalization occurs if the search topic is not suf-
ficiently broad. On narrowly focused topics, HITS fre-
quently returns good sources for a more general topic. An
example given was the Nebraska tourist information page
being returned in response to a query for skiing in Ne-
braska. Gibson et al. observed that [19] topic generaliza-
tion in the behavior of the HITS algorithm does not always
result in a drift from more specific pages toward more gen-
eral pages; the reverse can happen too. For example, when
searching for authoritative pages on “linguistics,” the re-
turned list of pages was dominated by pages in the field
of “computational linguistics.” While this is a sub-topic of
the initial query, HITS has converged to it because of the
considerably greater density of linkage in its neighborhood
of the web graph.

To solve the first problem, Chakrabarti et al. [14] used
a page splitting heuristic. The basic intuition here is that
in a large hub with several outgoing links, the links close
together are more likely to focus on a common topic than
links that are far apart. The second problem is addressed
by a text-based method as discussed in Section IV.B.

So far we have seen examples where links-only algorithms
had reasonably good performance, but they eventually run
into problems that have no apparent solutions without con-
sidering textual information. The work in [19] and [23]
showed that links-only approaches can be very effective
when searching for web communities. A web community is
a set of content creators sharing a common interest. News-
groups and commercial web directories are examples of web
communities. At a minimum, the pages in a community
must fall into the same taxonomy in a hierarchical cate-
gorization of topics. Automated methods for discovering
web communities can be used when, for example, populat-
ing a commercial web directory. According to Kumar et
al., there were about 20,000 large communities with well
established existences on the web, and which are explic-
itly defined in directories such as Yahoo! and Infoseek.
However, as argued in [10], considering the rapid growth of
the web, manual methods used in these commercial efforts
are too slow to have any hope of catching up. Automated
methods for finding web communities can help expedite
the work of human experts in discovering new candidates
for inclusion in the existing taxonomies or for starting new
taxonomies. As argued in [23], the ability to detect web
communities also represents an opportunity for identifying
and distinguishing communities for target advertising at a
very precise level.

The work of Gibson et al. [19] focused on communities
that are discovered by the HITS algorithm. After the first
iteration, the top authorities in the base set are simply the



pages with the largest number of incoming links. However,
these pages may not have any thematic relationship among
themselves. As the iterations are continued, different com-
munities within the same base set crystalize in the form of
tightly-knit patterns, each containing their own hubs and
authorities. The reinforcing nature of hubs and authorities
found in these communities bear relevance to inder and
reference nodes that play similar roles in hypermedia [7].
The reinforcing nature of hubs and authorities also under-
scores the reliance of the HITS algorithm on the collective
intelligence of independent page designers. An interesting
observation made was that the iterative computation can
be forced to converge to different eigenvectors other than
the principal eigenvectors. In this way, one could extract
different communities from the same base set.

Kumar et al. focused on discovering emerging communi-
ties. There is an estimated number of more than 100,000
emerging communities on the web. While few of these
emerging comunities eventually grow large enough to be
included in major directories, most communities focus on a
level of detail that is too finely grained to attract the inter-
est of large portals. Example web communities discovered
by their proposed algorithm underscores this point: the
community of Turkish student organizations in the US, the
community centered around oil spills off the coast of Japan,
or the community of people interested in the Japanese pop
singer, Hekiru Shiina. Such emerging communities often
contain specific, up-to-date, and reliable information not
found elsewhere on the web. The authors assert that even
though emerging communities may not have a large pres-
ence on the web, they should be detectable by their com-
munity signature.

Thus, what is the signature of an emerging comunity? In
the scientific literature, it is considered to be good practice
to cite related work, but this tradition doesn’t carry to web
links often enough. For example, DELL and Gateway both
have web sites that sell computers, but there is no link
from one to the other. Besides conflict of interest, often
sites closely related to each other do not link to each other,
because they may not be aware of one another’s existence,
or they may cater to conflicting points of view on a topic.
On the other hand, if a page has multiple outgoing links,
those linked pages are likely to be related to each other.
For example, a site that links to DELL is very likely to
link to Gateway also.

This reasoning has led Kumar et al. to conclude that a
community of web pages on a common topic must contain
a densely connected directed bipartite subgraph. A graph
is bipartite if its nodes can be partitioned into two subsets
F and A, such that every edge whose source is in F has
its destination in A. If such a graph is densely connected
(which is what we expect in a web community), then a
well known fact in graph theory states that, with very high
probablity it has a core (a subgraph) that is a complete bi-
partite graph. The authors report that their experiments
on the web generated over 100,000 C3 3 graphs (directed
complete bipartite graph with |F| = |A| = 3), and visual
inspection of a randomly selected sample of about 400 of

these showed less than 5% to be coincidental. This is a
substantial level of accuracy achieved by a links-only ap-
proach.

Another algorithm that works well with links-only infor-
mation is the Co-citation algorithm in [17]. Here the al-
gorithm starts with a sample URL (instead of a keyword)
and finds pages that are related to it. This is similar to the
“What’s Related” facility in Netscape. The method used
in [17] is based on finding the pages that link to the sample
URL and then determining “who else” they link to besides
the sample URL. The algorithm outputs 10 of the pages
that are most frequently co-cited with the sample URL.

The output of this simple-minded approach had much
better precision than that of Netscape in experiments con-
ducted. It also generally outperformed another links-only
approach derived from the HITS algorithm that the au-
thors implemented for comparison with the Co-citation al-
gorithm. In this implementation, the base set required by
the HITS algorithm is obtained from the sample URL by
including its parents (the pages that link to it), its children
(the pages that it links to), children of its parents, and par-
ents of its children. The corresponding adjacency matrix is
modified as in the method of Bharat and Henzinger we re-
viewed above [4]. At the end of the iterative computations,
the algorithm outputs 10 of the highest ranked authority
pages.

We think that a possible reason for the worse perfor-
mance of the HITS algorithm (although still better than
that of Netscape) may be attributed to the method of
choosing the base set. Recall that a fundamental notion be-
hind the HITS algorithm is the reinforcing nature of hubs
and authorities. In HITS algorithm, hubs play an impor-
tant role as conferrers of authority which help crystalize
the role of authorities through iterative convergence. In
the absence of conferrers of authority, it would be harder
to find pages that have the authority. In a graph, one
would expect that hubs would generally point toward au-
thorities, but there is no reason for all the good hubs to
be adjacent to the sample URL. Different hubs are more
likely to be found among the “siblings” of parents and even
grandparents of the sample URL. Different authorities are
more likely to be found among the siblings of the sample
URL. Excluding the grandparents of the initial URL may
possibly leave a number of potentially good hubs (that are
not necessarily adjacent to the sample URL) out of the
base set. This may, in turn, affect the creation of good
authorities.

B. Adding Text-Based Heuristics

The link-following methods reviewed above need a start-
ing page or a set of pages from which they can explore
the web. In a “What is Related” search, the starting
page is a sample URL provided by the user. In a topic
search, keyword-based techniques from the field of Infor-
mation Retrieval are used to construct the initial set of
pages. In Google, these pages are ordered according to the
pre-computed ranks. In HITS, weights are computed on-
the-fly from the neighborhood graph formed by the set of



pages selected by text-based search methods (such as those
derived from information retrieval [20]).

Given a search topic, finding relevant information on the
web is a difficult problem. The existing search engines try
to index and classify the pages on the web based on their
content and associated metadata. Automating the classifi-
cation of web pages with the help of link onformation has
been studied in [11], [12], [13], [16], [25], [27], [29]. Recent
work on the application of database techniques for model-
ing and querying the web, for information extraction and
integration, and for web site construction has been sur-
veyed in [18]. Gudivada et al. [20] give a detailed review
of automated indexing methods and their use in document
retrieval in searching the web.

Here we are mainly interested in different techniques that
are effective in solving the problems encountered when us-
ing the link-following algorithms. First, we define a simi-
larity measure between two documents, which is a key con-
cept in information retrieval. Different measures of simi-
larity have been defined (see for example [26], page 318),
and they are all based on computing the inner product of
term-frequency vectors z,y derived from two documents.
Similarity measures essentially differ in the way they nor-
malize the inner-product computation. A popular method
is the Cosine normalization given by

2221 T; XY
7 7
(Oim1 23 x X yi)Y?

where ¢ is the length of the vectors z and y.

When discussing application of the HITS algorithm, we
mentioned that two cases required text-based heuristics.
These were the problems of topic drift and topic general-
ization. In both cases, the HITS algorithm drifts toward
more heavily linked regions in the graph, and some auto-
control mechanism is needed to prevent this drip. A simple
idea used in the CLEVER project [13], [15] is based on the
observation that text around the anchor of a link generally
gives a good idea about the page being pointed to (e.g.
“click here to post a message on our message board”). By
comparing the search terms against the text around the
link, a relevance weight is computed for each link. The
weight w(p, ¢) is just the number of matches found on page
p around the link g. This yields a modified adjacency ma-
trix where the entries are computed as z(p, ¢) = 1+w(p, q).
This method can solve the topic generalization problem if
the links pointing to the broader topic page have small
weights. Small link weights should work as filters that block
transfer of authority weights from highly relevant pages to-
ward broad topic pages. The same net effect should ensue
for non-relevant pages that may happen to be in the root
set. This would indirectly solve the topic drift problem
also. The authors report that the results of the CLEVER
algorithm improved substantially over the results of the
HITS algorithm.

Another approach presented in [4] focused on controlling
the influence of pages rather than the individual links in
them. For each page, a weight is computed based on its

similarity with the search topic as measured by the cosine-
normalized similarity measure above. Since users only type
a few key words, it is difficult to compute a meaningful sim-
ilarity measure between the key words and lengthy docu-
ments. On the other hand, the broad topic is better repre-
sented by the set of pages in the root set. Thus, the authors
constructed a query document by combining together the
first 1000 words from each document in the root set. Then
they computed the similarity of this reference page with
all the pages in the base set. This computation yielded
the relevance weights of different documents. These values
are used to dampen the hub weights and authority weights
of pages before each iteration is started; authority weight
ap of page p is computed as a, = ap, x rp, where r, is
the relevance weight of page p. Hub weights are computed
similarly.

Intuitively, this modification solves the topic drift prob-
lems associated with having non-relevant pages in the base
set. Pages with low relevance weights should converge to
near-zero hub and authority weights quickly. However, it
should also be effective in solving the topic generalization
problem, if the broader topic page has a low relevance
weight. It is a simpler algorithm to implement than the
CLEVER algorithm. Since it does not directly address the
problem at the link level, it is a coarser method of tuning
the weights than the method used in the CLEVER algo-
rithm. On the other hand, is not clear if the level of preci-
sion provided in the CLEVER algorithm is really needed.

V. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we have reviewed graph theoretical con-
cepts and algorithms that have been proposed in the liter-
ature for searching the web.

Besides affecting better search methods, the results of
these approaches can be useful for advertisement and mar-
keting decisions on the web. Currently, web advertisement
has mainly focused on finding pages with highest numbers
of visitors. This motivated the studies of visitation fre-
quencies, such as [1]. In [1], Adamic suggested that ana-
lyzing community structures on the web may be beneficial
for better targeting advertisements or political campaigns.
If a community is large and heavily connected, placing one
ad at a central location may suffice. If community is rep-
resented by many small groups, the advertiser would need
to place ads to many locations.

Kumar et al. suggested that extracting web communi-
ties would allow target advertising at a very precise level
[23]. We propose that algorithms like HITS can provide
additional insight about good advertisemen locations. A
hub page may be visited frequently, but the average user
time spent on a hub page is likely to be much less than av-
erage user time spent on an authority page. This reasoning
suggests that authority pages may be better locations for
advertisement than hub pages, even though some hub pages
may have higher link density.

We are at the start of a new revolution in education,
commerce, and communication made possible by the ad-
vancement of the web. Effective search algorithms are at



the core of the enabling technology in this new media. Fu-
ture research needs to focus on a deeper level of under-
standing the link structure of the web and exploiting this
information for more effective uses. The research area is so
young that even the known techniques have not yet been
studied fully. For example, while relatively more work has
been done to understand the behavior of the HITS algo-
rithm and its variants, other ideas based on searching for
bipartite graphs and NK-clans have not been studied fully.
How can we exploit these structures for topic search? How
can we use them for finding pages related to a given URL?
How can we use them for page ranking? These and many
related questions need to be investigated.

Another area of research could focus on combining the
link-based techniques with the user feedback. How can we
let the user to guide the link-based search? What parame-
ters do we use to fine-tune the search performance? What
protocol should be used for communication between a user
and the search algorithm? These and other areas appear
to be very fruitful for future research.
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